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In the brain, complex information interactions among neurons span sev-
eral spatial and temporal scales, making it extremely difficult to identify
the principles governing neural information processing. In this study, we
used computational models to investigate the impact of dendritic mor-
phology and synaptic topology on patterns of neuronal firing. We first
constructed Hodgkin-Huxley-type neuron models that possessed den-
drites with different morphological features. We then simulated the re-
sponses of these neurons to a number of spatiotemporal input patterns.
The similarity between neuronal responses to different patterned inputs
was effectively evaluated by a novel combination of metric space analysis
and multidimensional scaling analyses. The results showed that neurons
with different morphological or anatomical features exhibit differences
in stimulus-specific temporal encoding and firing reliability. These find-
ings support the idea that in addition to biophysical membrane prop-
erties, the dendritic morphology and the synaptic topology of a neuron
can play a significant role in neuronal information processing and may
directly contribute to various brain functions.

1 Introduction

Neurons, the elemental operating units of the brain, communicate with
each other via synapses using a series of discrete electrical signals known
as action potentials. A single neuron can receive hundreds to thousands
of synaptic inputs, both excitatory and inhibitory, distributed over various
locations of its dendrites. These inputs are integrated spatiotemporally at
dendrites before they converge onto the cell body. On sufficient depolar-
ization, a new spike train can be generated at the cell body (axon hillock)
and transmitted to the following neurons. For decades, neuroscientists have
been interested in studying the underlying biological mechanisms that func-
tionally manipulate the input-output relationships of individual neurons.
It has been thought that there are reliable computational principles that
can quantitatively and logically interpret how information is integrated
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and encoded in the brain. Early efforts have primarily focused on how
membrane properties of neurons mediate unitary excitatory and inhibitory
postsynaptic potentials (EPSP/IPSP) at dendrites (see Gulledge, Kampa, &
Stuart, 2005; and Reyes, 2001, for recent reviews).

In addition to biophysical membrane properties, recent evidence has
shown that dendritic morphology and synaptic topology can also play a
significant role in neuronal information processing. For instance, in the au-
ditory brain stem, neurons with stereotyped bipolar dendrites have been
found such that each dendrite receives input from only one ear (Smith &
Rubel, 1979). The dendritic morphology of these binaural neurons facilitates
the performance of a significant function: that of detecting interaural time
differences between auditory stimuli incident on each ear to help localize
the source of the sound (Agmon-Snir, Carr, & Rinzel, 1998; Joris, Smith,
& Yin, 1998). Another well-characterized example of dendritic computa-
tion is the directional selectivity of starbust amacrine cells in the retina.
Extracellular recording and calcium imaging have revealed that the local
synaptic inputs at a dendrite sum with global signals only when visual
stimuli move in the preferred direction across the dendritic tree and not
otherwise (Euler, Detwiler, & Denk, 2002; Tukker, Taylor, & Smith, 2004;
Vanay & Taylor, 2002). These reports highlighted the potential contribution
of dendritic morphology and synaptic topology to neuronal information
processing. The goal of the study reported here is to address this issue
systematically by computational modeling.

First, we constructed Hodgkin-Huxley-type model neurons with dif-
ferent morphological attributes that mimic the morphological features of
individual neurons in the brain. During simulations, the input signals with
specific spatial and temporal patterns were sent to these model neurons,
and the resulting firing patterns were faithfully recorded. These neuronal
firing patterns were further evaluated by a novel combination of quantita-
tive methods, including metric space analysis and multidimensional scal-
ing analyses. The results show that the length of dendrites, the dendritic
branching pattern, and the spatial distribution of synaptic inputs can be
significantly involved in information integration and further determine the
patterns of firing outputs. These results support the idea that in addition to
biophysical membrane properties, the morphological and anatomical fea-
tures of individual neurons may directly contribute to neural coding and
various brain functions.

2 Methods

2.1 Model. In thisstudy, three Hodgkin-Huxley types of model neurons
from the nucleus of the solitary tract (NTS) were constructed in NEURON
(Hines & Carnevale, 1997). In order to systematically assess the impact
of dendritic morphology on neuronal firing activities, the morphological
variables were set the same across these three model neurons with the
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exception of the length of their primary dendrite (750 um for a large neuron
and a branching neuron and 350 um for a small neuron) and the number of
branching points at their primary dendrite (0 for a large neuron and a small
neuron and 2 for a branching neuron). Details of the morphological settings
are listed in Table 1. The goal was to vary one feature systematically and
study its effects while keeping all other features constant.

The membrane properties of these model neurons were obtained from
the results of in vitro experiments (Schild et al., 1993). Each compartment
in the model neuron contained a fast Na™ current (Ina.), a delayed rectifier
current (Ix), a long-lasting Ca?* current (Icar), a transient outward potas-
sium current (I), a Ca?* activated potassium current (Ixc,), a delay current
(Ip), an inward rectifier current (Iz), a linear leakage current (Ig), an Na*t-
Ca?* exchange current (Inaca), an Na™-K* pump current (Inax), and a Ca*
pump current (Ic,p). Details of the channel kinetics are listed in appendixes
A and B. The extracellular concentration of ions ([Ca**],, [Nat],, [K*]o)
was assumed to be constant. In all model neurons, calcium buffering was
also included (see appendix A).

Since the distribution of ion channels can undergo significant change
during nervous system development (Maletic-Savatic, Lenn, & Trimmer,
1995; Miyashita & Kubo, 1997), precise channel distributions for most neu-
rons in the brain are still unknown. In this study, the membrane properties,
which were distributed evenly across the dendrites and the soma, were
tested here. At the axon, only a fast Na™ current (In,) and a delayed rectifier
current (Ix) were included.

Next, a computational model of an excitatory synapse characterized by
several variables, the rising time constant, the decaying time constant, and
the reversal potential based on several reports (Chen, Horowitz, & Bonham,
1999; Schild et al., 1993; Wang & Bradley, 1995) was constructed. Their values
are listed in appendix B. In addition, two types of connection paradigms,
each distinguished by its distribution of synapses across the dendritic tree
(dispersive or concentrated), were also examined. The placement of synap-
tic inputs for these two different paradigms is illustrated in Table 2.

2.2 Metric Space Analysis. In order to examine the similarity of tempo-
ral patterns among spike trains, metric space analysis (Victor, 2005; Victor
& Purpura, 1996, 1997) was applied here. Using this analysis, a family of
metrics could be derived to quantitatively measure the distance (degree
of dissimilarity between temporal patterns) between spike trains. The dis-
tance between two spike trains was simply represented by the minimum
total cost of transforming one spike train into the other through several se-
quences of elementary steps: moving, inserting, or deleting specific spikes.
First, the cost of moving a spike by an amount of time ¢ was counted as gt,
where g (sec!) was the cost of moving a spike per unit time (1 second).
Further, each spike that was deleted or added incurred a cost of 1. Based
on this algorithm, the costs of all possible sequences to transform one spike
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Table 2: Two Types of Synaptic Topology in the Model Neurons.
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train into the other were calculated, and the sequence that yielded a min-
imum cost was chosen. In this study, the parameter q was set to 20 (at a
temporal precision of 50 ms). Based on this measure, if spiking patterns
were to depend on the dendritic morphology, we expect that the distance
between patterns generated by different neuron types would be greater
than patterns generated by similar neurons. (See Di Lorenzo & Victor, 2003;
Di Lorenzo, Chen, & Victor, 2009; and Roussin, Victor, Chen, & Di Lorenzo,
2008, for other examples where metric space analysis was used.)

2.3 Multidimensional Scaling Analyses (MDS). A matrix of pairwise
distances between spike patterns was generated using the metric space
analysis introduced above. The values of this matrix were then chosen as
inputs to multidimensional scaling analyses (MDS) to visualize the under-
lying relationships among the spike trains in terms of the similarity of their
temporal patterns.

MDS provides a geometrical representation of data similarity or dis-
similarity and has often been used to visualize the underlying structure
of relationships among individual entities or groups of entities under
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Table 3: Six Categories of Inputs with Different Frequency (5/40 Hz) or Level
of Correlation (Random/Medium Correlated /Highly Correlated).

Length of First Fixed Time Mean of

Categories of inputs Number Each Time Point at the First Added Poisson
(various degree of correlation) of Sets Window  Time Window Interval
5 Hz random inputs—low 20 sets
correlation
5 Hz medium-correlated inputs 20 sets 200 ms 2050 50 ms
5 Hz highly correlated inputs 20sets 200 ms 2090 10 ms
40 Hz random inputs—low 20 sets
correlation
40 Hz medium-correlated 20 sets 25 ms 2006.25 6.25 ms
inputs
40 Hz highly correlated inputs 20 sets 25 ms 2009.5 3 ms

investigation (Kruskal & Wish, 1978). In the beginning, the objects (enti-
ties) were moved around in a space of required dimensions. Then the best
fit-configuration of objects in this multidimensional space could be decided
after a series of evaluations of how well a particular configuration repro-
duced the observed distance matrix by simply summing the squared devi-
ations of observed distances (obtained from metric space analysis) from the
reproduced distances (obtained from a particular configuration of MDS). In
this study, objects, the input or output spike trains, were embedded in a hy-
pothetical space such that the distances from one to another corresponded
to the relative similarity of their temporal patterns measured by the metric
space analysis. When there were morphology- or anatomy-dependent fir-
ing patterns, the spike trains (objects) from the same model neuron or the
same anatomical setting would tend to get together and form individual
clouds in the MDS space. According to the geometrical configuration of
these clouds, new relationships among received inputs and firing outputs
can be revealed. The actual orientation of axes in the MDS space is arbitrary.
The meaning of an axe can be abstract (interpreted by user). In this study,
they are kept as dimension I, dimension II, and dimension III.

2.4 Simulations. Six categories (120 sets) of artificial spike trains were
constructed and served as inputs to the model neurons. They are 5/40 Hz
Poisson random inputs, 5/40 Hz medium-correlated inputs, and 5/40 Hz
highly correlated inputs (see Table 3). Those random inputs were generated
using a Poisson process. The correlated inputs were constructed by adding
arandom interval to a fixed time point in each time window (see Figure 1).
Since the level of correlation among input spike trains can be recognized as
the level of jitter (synchronization) among them, higher-correlated inputs
are made by adding smaller random intervals (lower mean value) to a fixed
time point. Detailed information of correlated inputs is listed in Table 3.
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Figure 1: Inputs sent to model neurons could be 5 or 40 Hz random or corre-
lated spike trains. Random spike trains were generated by a Poisson process.
Correlated spike trains were generated by adding a Poisson interval at the initial
time point to each time window. (A) In a 5 Hz correlated spike train, a series of
time windows with length equal to 200 ms (1/5 sec) was first decided. An event
(spike) was inserted in each time window by adding a Poisson interval to the
initial time point. The initial time point is set at the end of the first quarter of
each time window, and the mean of the Poisson interval is set to be equal to a
quarter of a time window (50 ms in this case). The raster plots of 5 Hz Poisson
random spike trains and 5 Hz medium-correlated spike trains are shown here.
(B) A similar idea is applied to generate 40 Hz correlated inputs. Instead of
200 ms, a time window of 40 Hz correlated inputs is set to be 25 ms (1/40 sec).
After the initial time points of each time window are decided (at the end of the
first quarter of each window), a Poisson interval with mean equal to 6.25 ms (a
quarter of 25 ms) is added. The raster plots of 40 Hz random spike trains and
40 Hz medium-correlated spike trains are shown here.

During each run of the simulation, one set of the inputs (that included
40 different spike trains) was assigned to 40 different synapses distributed
on the neuron. Each run consisted of an initial 2 seconds of silence followed
by a spike train that lasted 5 seconds and another 1 second where no
input was presented to the neuron. The timing of individual spikes was
recorded from the middle of an axon when the action potential reached a
threshold of 10 mV. A total of 800 trials of simulation were conducted. Those
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trials are summarized in Table 4. In addition, to give a clearer picture of the
analysis combining metric space analysis and MDS, a flowchart using 5 Hz
random inputs and 5 Hz correlated inputs as an example is presented in
Figure 2.

Set 1: 5 Hz random inputs Set 2: 5 Hz medium correlated inputs
40

40

o
o

Trials

Impulses / sec
Impulses / sec

0
7 2 7 2 7 2 7
Time (sec) Time (sec) Time (sec) Time (sec)

Evaluate similarity of temporal
patterns between spike trains
via metric space analysis

Set 1
Set 2
Set 1 Set 2

Represent the distance (cost) among
spike trains in a hypothetical space
via multidimensional scaling analysis

(MDS) o Set 1: 5 Hz random inputs
e Set 2: 5 Hz medium correlated inputs

200

150

100

%0 Distance (cost)
between spike trains

0.08

0.04

Dimension lll
-0.04
-0.08

0.1

Dimension Il

0 . "
-0.05 0.05 Dimension |
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3 Results

3.1 Model Neurons Demonstrate an Ability to Integrate Complex
Synaptic Inputs. Figures 3 and 4 show the poststimulus time histograms
(PSTH) used to illustrate neuronal responses in relation to the input spike
trains they receive. No apparent pattern was found as model neurons re-
ceived low-frequency (5 Hz) random inputs (see Figure 3A). However,
when the neurons received medium-correlated inputs at the same frequency
(5 Hz), a clear resonance (see Figure 3B) was observed in all model neu-
rons regardless of differences in their dendritic morphology and synaptic
topology. In Figure 4A, a resonance was seen in responses to 40 Hz ran-
dom inputs only if these inputs were distributed locally. Further, in Figure
4B, 40 Hz medium-correlated inputs resulted in resonance across all neu-
rons. The resonance became stronger as the inputs were distributed more
widely.

Next, using metric space analysis and MDS, the neuronal response pat-
terns were compared with the patterns of random inputs they received. In
Figure 5, each point in the MDS plot represents a 5 second spike train with
random inputs being shown by the open circles and the firing outputs by
the filled circles. In Figure 5A, for instance, 20 open circles represent the
5 Hz random inputs received by a large model neuron, and 20 filled circles
indicate its firing outputs. Here, the firing outputs form a cluster (cloud) that
can be separated from the cloud consisting of the random inputs it received.
Such clustering was evidenced in all model neurons that received disper-
sive low- (5 Hz) or high- (40 Hz) frequency random inputs (see Figures 5A
through 5F). This geometrical structure suggests that neurons can reliably
regulate their firing patterns even when inputs arrive randomly and are
distributed widely across the dendritic tree. Furthermore, the outputs in
Figures 5B, 5D, and 5F clustered closely compared to those in Figures 5A,

Figure 2: Flowchartintroducing the procedure combining metric space analysis
and multidimensional scaling analyses (MDS). First, the similarity of temporal
patterns among spike trains is evaluated by metric space analysis. Then the
outcomes of metric space analysis are used as inputs to MDS. After MDS, a
multidimensional MDS plot can be acquired with each object in this space rep-
resenting an individual spike train. The relative distance among them simply
represents the degree of similarity of their temporal patterns. Spike trains dis-
playing more similar temporal patterns are closer to each other in this MDS
plot. When 5 Hz medium-correlated spike trains and 5 Hz random spike trains
are used as an example, the temporal patterns of 5 Hz correlated spike trains are
proved to be more similar to each other than 5 Hz random spike trains in this
figure. This is evidenced by a more condensed cloud (filled circles) consisting
of 5 Hz correlated spike trains in this MDS plot.
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A 190 1 5 Hz random inputs
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correlated inputs)
o o | bl Ly
Large Cell Small Cell Branching Cell
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(When received
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correlated inputs)
0

Figure 3: (A) PSTHs of 5 Hz random inputs and the neuronal responses they
evoked. No special response pattern is found in these cases. (B) PSTHs of 5 Hz
medium-correlated inputs and the neuronal responses they evoked. Clear res-
onance can be seen in all neurons.

5C, and 5E, indicating that output patterns tend to be more reliable (repro-
ducible) as the input frequency gets higher.

3.2 Effects of Dendritic Morphology on Temporal Firing Patterns. In
order to explore if morphological features of dendrites can affect neuronal
firing activity, the firing patterns from three model neurons were com-
pared to each other as they received the same sets of inputs. In Figures 6A
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40 Hz random inputs 40 Hz correlated inputs
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200 Large cell (concentrated) 200 Large cell (concentrated)
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Figure 4: (A) PSTHs of 40 Hz random inputs and neuronal responses they
evoked. Neurons are found to be able to regulate a high frequency of random
inputs and generate resonant outputs, especially when the synaptic inputs dis-
tribute closer to each other. (B) PSTHs of 40 Hz medium-correlated inputs and
the neuronal responses they evoked. Resonant firing outputs can be seen in all
cases. Moreover, it is found that the degree of resonance can change dramati-
cally in large neurons and small neurons as the synaptic topology changes from
a dispersive to a concentrated distribution.

and 6B, the similarity of neuronal firing patterns was investigated as three
model neurons received the same sets of 5 Hz or 40 Hz random inputs.
First, all three neurons generated very similar firing patterns in response
to the low frequency (5 Hz) of random inputs as evidenced by the ex-
tensive overlap among the corresponding clusters (circle, dot, and cross)
in Figure 6A. In Figure 6B, an increase in frequency of inputs (40 Hz)
led to dramatically different outcomes. The firing patterns generated by
the three model neurons clearly separated from each other. This strik-
ing change suggests a morphology-dependent impact on neuronal firing
patterns. That is, different dendritic morphology can perform as different
arithmetic, which decides the way of neuronal information integration at
dendrites and further determines the temporal patterns of firing outputs.
This morphology-dependent consequence is more apparent as the neurons
receive higher frequency of inputs. Similar results were observed as neurons
received 5 Hz or 40 Hz medium-correlated inputs (see Figures 6C and 6D).
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O 5 Hz random inputs O 40 Hz random inputs

A. ® Firing outputs B. ® Firing outputs

O 5 Hz random inputs O 40 Hz random inputs
C. @ Firing outputs D. @ Firing outputs

-0.05

O 5 Hz random inputs O 40 Hz random inputs
E. ® Firing outputs F. ® Firing outputs

3.3 Effects of Synaptic Topology on Temporal Firing Patterns. Next,
the impact of anatomical features on neuronal firing patterns was assessed.
As shown in Table 2, two types of connections were tested here. During the
simulations, each model neuron received the same set of inputs through a
dispersive or a concentrated distribution of synapses. The response firing
patterns were then systematically evaluated by metric space analysis and
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MDS. The results are shown in Figure 7. In general, when the distribution
of synaptic inputs changed, a new cluster of firing outputs in the MDS
plot was formed. One exceptional case is observed in Figure 7F. In this
figure, when a high frequency of random inputs was sent to a branching
neuron, all firing patterns were very similar regardless of the distribution
of synapses. In addition, a highly reliable firing pattern (indicated by an
extremely dense cloud in a MDS plot) was commonly observed as neurons
received concentrated high-frequency inputs (see Figures 7B, 7D, and 7F).
According to these results, the synaptic topology can also involve neuronal
information processing, and this processing is frequency dependent.

3.4 Impact of Level of Correlation of Inputs. Next, we explored the
dependence of output patterns on the correlation of input patterns. Six
categories of input patterns with different frequency and different level of
correlation were sent to large model neurons via dispersive or concentrated
distribution of synapses. These six categories of inputs are listed in Table 3.
Their raster plots are shown in Figures 8A and 9A.

The impacts of correlation of input patterns on neuronal firing patterns
are shown in Figures 8B and 9B. In Figure 8B, when inputs were at low
frequency (5 Hz in this case), inputs with different levels of correlation
generally evoked distinguishable patterns of outputs (separable clouds in
the MDS plot). The output patterns evoked by higher-correlated inputs are
usually more reliable (indicated by an extremely condense cloud in the MDS
plot). Furthermore, it was noticed that as a neuron received low-frequency
inputs, variation of the synaptic topology (dispersive or concentrated) did
not change the configuration of firing outputs in the MDS plots. Interest-
ingly, when the input frequency was increased to 40 Hz, the configurations

Figure 5: Six MDS plots that introduce the similarity of temporal patterns of
particular inputs (5 Hz or 40 Hz random inputs) and the firing outputs they
evoked in each model neuron. The input spike trains were delivered to each
neuron via dispersive distribution of synapses. (A) An MDS plot containing 5
Hz random inputs (o) and the firing outputs they evoked (e) in a large neuron.
(B) An MDS plot showing 40 Hz random inputs (o) and the firing outputs they
evoked (o) in a large neuron. (C) An MDS plot exhibiting 5 Hz random inputs
(o) and the firing outputs they evoked (e) in a small neuron. (D) An MDS plot
containing 40 Hz random inputs (o) and the firing outputs they evoked (e) in
a small neuron. (E) An MDS plot containing 5 Hz random inputs (o) and the
firing outputs they evoked () in a branching neuron. (F) An MDS plot showing
40 Hz random inputs (o) and the firing outputs they evoked (e) in a branching
neuron. In these MDS plots, the clusters consisting of input and output spike
trains are clearly separable. This particular arrangement of spike trains in these
MDS plots indicates that neurons are able to systematically regulate the input
signals they receive and generate reliable firing patterns. This performance is
apparent as a neuron receives a higher frequency of inputs.
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A. B.
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Figure 6: Two sets of MDS plots shown to elucidate the impact of dendritic
morphology on neuronal firing patterns. Comparison of the temporal patterns
across three different model neurons as they received exactly the same sets of
dispersive inputs shows a change of configuration in these MDS plots. Four sets
of inputs were sent to model neurons: (A) 5 Hz random inputs, (B) 40 Hz random
inputs, (C) 5 Hz medium-correlated inputs, and (D) 40 Hz medium-correlated
inputs. In these MDS plots, three symbols are used to represent firing outputs
of three different model neurons respectively: o for a large neuron, o for a small
neuron, and x for a branching neuron. It is found that when neurons received a
lower frequency of inputs (5 Hz in Aand C), they generated quite similar firing
patterns regardless of the differences in their dendritic morphology. However,
as the frequency of inputs increases to 40 Hz (in B and D), the clusters (clouds)
of output spike trains acquired from different model neurons become more
distinguishable. Thus, the morphology-dependent information processing at
dendrites is shown to be frequency dependent.
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of firing outputs in the MDS plots dramatically changed as the synaptic
topology changed. In Figure 9B (right), firing patterns became quite similar
(overlap among clouds) as the 40 Hz inputs were delivered to the neuron
by a concentrated distribution of synapses.

3.5 Impact of Number of Inputs. Membrane potential traces recorded
from the soma of a large model neuron when the number of inputs was re-
duced from 40 to 4 and the strength of synaptic conductance was increased
from 0.01 to 1 are shown in Figures 10A and 10B. When the neuron received
fewer though stronger inputs, the membrane potential trace was less noisy
(see Figure 10A) than the one recorded when a large number of compara-
tively weak inputs were presented (see Figure 10B). In the former case, the
impact of dendritic morphology and synaptic topology on neuronal firing
patterns (see Figures 10C and 10D) was found to be similar to our results
presented in previous sections (see Figures 6 and 7). Thus, as the number of
inputs and the strength of conductance changed, the impacts of dendritic
morphology and synaptic topology on neuronal firing patterns are similar
(showing similar configurations in MDS plots).

4 Discussion

Identifying the principles of neural computation in the brain is a challeng-
ing task due to the number of biological variables that can interact with
each other dynamically at various spatial and temporal scales. Fortunately,
the development of a computational modeling technique offers an effective
way to resolve this difficulty. When current is injected into the soma, var-
ious firing patterns can be reproduced from the reconstructed neocortical
model neurons (Mainen & Sejnowski, 1996). In the current study, which
used a different simulation strategy, multiple model neurons with simpli-
fied morphological structures were constructed first. Then the changes in
neuronal responses caused by specific morphological or anatomical features
were systematically evaluated using a novel combination of metric space
analysis and MDS. These quantitative methods together provide a more
rigorous way to investigate neuronal firing activities than conventional rep-
resentations (e.g., raster plot or PSTH) and measures (e.g., discharging rate
or distribution of interspike interval). Our results reveal the contribution
of dendritic morphology and synaptic topology on neuronal information
processing (neural coding). These ideas are consistent with several recent
experiments discussed below:

e Dendritic morphology and synaptic topology can be very specific. Recent
progress in our understanding of dendrite growth and axon guidance shows
that both intracellular and extracellular molecular mechanisms, in conjunc-
tion with ongoing synaptic activity, are involved in the process of dendritic
branching and targeting during nervous system development (Cline, 2001;
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Gao, Brenman, Jan, & Jan, 1999; Gao, 2007; Jan & Jan, 2003; McAllister,
2000; Scott & Luo, 2001; Wong & Ghosh, 2002). Furthermore, the formation
of synapses on these emerging neurons is precisely located and predeter-
mined by genetic instruction (Benson, Colman, & Huntley, 2001; Shen &
Bargmann, 2003; Shen, 2004; Somogyi, Tamas, Lujan, & Buhl, 1998). Taken
together, these findings lend credence to the position that dendritic mor-
phology and synaptic topology in the brain may be more intricately planned
than previously thought. Such specific organization highlights the potential
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contribution of dendritic morphology and synaptic topology as key features
in neuronal information processing.

o Dendpritic arithmetic. For decades, neuroscientists have devoted consid-
erable effort to deriving principles of dendritic computation. Two modes
of integrating information, each related to the dendritic morphology and
synaptic topology, have been observed (Carter, Soler-Llavina, & Sabatini,
2007; Poirazi, Brannon, & Mel, 2003; Polsky, Mel, & Schiller, 2004). First,
when high-frequency synchronous inputs activate a restricted portion of the
local dendrite, a nonlinear summation of inputs was observed. The thresh-
old of local dendritic spikes increase in a manner that prevents subsequent
spikes (Ariav, Polsky, & Schiller, 2003; Gasparini, Migliore, & Magee, 2004;
Gasparini & Magee, 2006; Poirazi et al., 2003; Polsky et al., 2004). In contrast,
spatially distributed inputs were found to sum linearly, making the neuron
more sensitive to the changes of input frequency and timing (Ariav et al.,
2003; Gasparini & Magee, 2006; Poirazi et al., 2003; Polsky et al., 2004). These
results illustrate several fundamental computational principles regarding
the integration of information at dendrites. In order to connect these com-
putational principles to higher-level brain functions, the performance of
neuronal computation in a longer time period was investigated in this
study (temporal patterns of 5 seconds spike trains). Our simulation results
highlight the potential contribution of dendritic morphology and synaptic
topology on neuronal computations. Structural characteristics may directly
or indirectly contribute to various brain functions.

e From “form” to “function.” CA1 pyramidal neurons can produce differ-
ent firing patterns associated with different information integration modes
at their dendrites (Gasparini & Magee, 2006). Different modes of informa-
tion integration at the dendrites can be independently engaged by different
behavioral states in animals. For instance, a linear integration mode at den-
drites can be associated with theta states, during which a neuron increases
its firing rate and shifts its spike timing forward. In addition, a nonlinear

Figure 7: In order to realize the impact of synaptic topology on neuronal firing
patterns, firing outputs from individual neurons as they receive the same sets
of inputs via different synaptic topology (dispersive or concentrated) are inves-
tigated. (A) A large neuron receives 5 Hz dispersive or concentrated random
inputs. (B) A large neuron receives 40 Hz dispersive or concentrated random in-
puts. (C) A small neuron receives 5 Hz dispersive or concentrated random in-
puts. (D) A small neuron receives 40 Hz dispersive or concentrated random
inputs. (E) A branching neuron receives 5 Hz dispersive or concentrated ran-
dom inputs. (F) A branching neuron receives 40 Hz dispersive or concentrated
random inputs. In general, different synaptic topology evokes different firing
patterns. One exception is observed in F as a branching neuron receives a high
frequency of inputs. In addition, it is found that firing patterns are commonly
more reliable when neurons receive a higher frequency of concentrated inputs.
This is indicated by extremely condense clouds of x in B, D, and F.
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A.

Random Inputs (5 Hz)

Medium Correlated Inputs (5 Hz)
(mean of random interval = 50 ms)

J. Chen

Highly Correlated Inputs (5 Hz)
(mean of random interval = 10 ms)
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—_—
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Dispersive inputs - 5 Hz

O Firing outputs (5Hz random inputs)
@ Firing outputs (5 Hz medium-corr inputs)
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Concentrated inputs - 5 Hz

Figure 8: Three categories of 5 Hz inputs with different levels of correlation
were constructed and sent to model neurons to explore the dependence of
firing outputs on correlation of input. (A) Raster plots of three categories of
inputs: 5 Hz random inputs, 5 Hz medium-correlated inputs, and 5 Hz highly
correlated inputs. (B) Two MDS plots show the impact of input correlation
(5Hz) on neuronal firing patterns through dispersive (left) or distributed (right)
connecting paradigm. Overall, higher correlated inputs evoked more reliable
firing patterns. In addition, variation of synaptic topology did not change the
configuration of outputs in the MDS plot.

integration mode at the dendrites can be associated with sharp-wave states
during which a neuron receives more synchronous and concentrated in-
puts and produces well-timed outputs. Thus, different modes of informa-
tion transmission exist in the nervous system, each performing a different
computational function and serving a different behavioral state. However,
more experiments, relying on advanced in vivo optical recording from in-
dividual neurons during different behavioral states of awake animals, may
be necessary to prove this idea.

o Temporal firing characteristics convey more information than discharging
frequency during neuronal information processing. In the awake state, animals
often respond to stimuli or make decisions in less than a few hundred
milliseconds. The completion of complex cognitive tasks in a short pe-
riod requires highly precise and reliable patterns of neuronal spiking. In
the taste system, for instance, in vivo studies (Di Lorenzo & Victor, 2003;
Roussin et al., 2008) have found that different taste stimuli evoke distin-
guishable temporal responses in the gustatory NTS. These responses are
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A- Medium Correlated Inputs (40 Hz) Highly Correlated Inputs (40 Hz)
Random Inputs (40 Hz) (mean of random interval = 6.25 ms) (mean of random interval = 3 ms)
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Figure 9: Another three categories of 40 Hz inputs with different levels of cor-
relation were constructed and sent to model neurons to explore the dependence
of firing outputs on correlation of input. (A) Raster plots of three categories
of inputs: 40 Hz random inputs, 40 Hz medium-correlated inputs, and 40 Hz
highly correlated inputs. (B) Two MDS plots show the impact of input correla-
tion (40 Hz) on neuronal firing patterns through a dispersive (left) or distributed
(right) connecting paradigm. It was found that the configuration of outputs in
these MDS plots dramatically changed as the connecting paradigm changed.
When inputs were sent to a model neuron by a concentrated distribution of
synapses, the neuron generated quite similar output patterns regardless of the
level of correlation of inputs.

highly reproducible in repeated trials. It was established using metric space
analysis that information contained in the temporal firing characteristics
was significantly higher than information contained in the average dis-
charge rate. Similar experiments emphasizing the significance of temporal
firing precision during neuronal information processing have also been
reported in other sensory systems (Agmon-Snir et al., 1998; Joris et al., 1998;
Lestienne, 2001; Singer, 1999; Stopfer & Laurent, 1999).

In sum, by using computational modeling technique along with novel
combination of metric space analysis and MDS, the results of this study
show that there are morphology- and anatomy-dependent computational
mechanisms that influence the spiking activity of individual neurons. In the
near future, it will be critical to see how these morphology- and anatomy-
dependent mechanisms contribute to the network level of computations
and eventually to various brain functions.
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A. 4 synaptic inputs, B. 40 synaptic inputs,
synaptic weights = 1 synaptic weights = 0.01

20 mV 20 mV

100 ms 100 ms
C- Received 5 Hz ® Large Cell Received 40 Hz @ Large Cell
. O Small Cell d . O Small Cell
random mputs % Branching Cell ranaom Inputs % Branching Cell
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Figure 10: The somatic membrane potential traces of a large model neuron are
introduced in A and B. (A) A large model neuron receives 4 synaptic inputs
with synaptic weights equal to 1. (B) A large model neuron receives 40 synaptic
inputs with synaptic weights equal to 0.01. (C) The impact of dendritic mor-
phology on neuronal firing patterns was evaluated as all three model neurons
received 4 synaptic inputs with synaptic weights equal to 1. The results are
consistent with Figure 6, showing morphology- and frequency-dependent fir-
ing activities. (D) The impact of synaptic topology on neuronal firing patterns
was systematically evaluated. In general, the outcomes are consistent with the
results illustrated in Figure 7 except that extensive overlap between two clouds
of firing outputs evoked by 5 Hz random inputs is observed here in D (left).
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Appendix B: Values of Biophysical Variables.

o Resting membrane potential (- 42.11630 mV) o F =96,500 C mol~!

e Eng =75mV, Ex = —80 mV, Ecar, = 50 mV R =8314] kg~! mol -1 K~!

o Tna = 0.5uS, Zcar, = 0.075 uS T =310K,Z=1
gx =1.1uS, g4 =0.205uS o Veo = 2003* 10712 cm?
gp=03uS,gg=0.1uS e Dnoco = 0.05 mM ™4,
Txea = 0.185 uS, Ty, 5 = 0.0009315 uS o Knaca = 0.00016 nA mM—
Txp = 0.0009935 uS Kptcap = 0.0005 mM

e Membrane capacitance Cy, = 0.052 nF Ky.ng = 5.46 mM

e Ingk =0.15nA, Ic,p =0.01 nA Kumx =0.621 mM

¢ [Nalo = 154 mM, [Nali = 8.71 mM o [B]; = 0.04 mM
[Klo = 5.9 mM, [K]i = 155 mM e Ky =100 mM ! ms—1
[Calo = 2.4 mM e Kr =0.238 ms™!

er=4n=4,y=05
o Initial value of state variables:
m = 0.041904, h = 0.923234
n = 0.015467,d = 0.018110
f =0.998023, p = 0.666418
x =0.311018, y = 0.056171
g1 =0.004915, C = 0.002932
g2 = 0.008894, Oc = 0.020856
o [Ca?t]; = 0.000049
e Excitatory Synapses:
Rising time constant = 2.5 ms
Decaying time constant = 5.6 ms
Reversal potential = =7 mV

Sources: Chen et al. (1999), Schild et al. (1993), Wang & Bradley (1995).
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